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#### Abstract

A method of computing small self-oscillations of the systems of ordinary differential equations which is sufficiently simple for practical applications, is given. The coefficients of the corresponding expansions are obtained from the linear algebraic equations. A detailed analysis of the problem on the origination of self-oscillations from the state of equilibrium was carried out in [1] for the systems of differential equations on a plane. This was developed further in [2-6]. In [7-11] the problem on the origination of self-oscillations was studied for the systems with lag. The self-oscillations are normally determined by expanding them in fractional powers of a small parameter. The difficulties which arise from the lack of uniqueness in determining the expansion coefficients, can be overcome [11] by separating the coefficients of the initial expansions into two groups; the coefficients of the first group are then determined with the accuracy of up to certain parameters which enter the equations in a nonlinear manner, and the equations determining the second group of the coefficients are solved with the aid of the refined parameters of the first group.

Below we give another method of obtaining an asymptotic expansion of selfoscillations and of their periods, in which the coefficients of the asymptotic expansion are determined consecutively and uniquely from the recurrent linear relations.


1. Let $R^{n}$ be an $n$-dimensional Euclidean space and $B^{n}(r)=\left\{x \in R^{n}:\|x\|<r\right\}$. Let the function $F(x$, e $)$ be defined in $B^{n}(r) \times\left[0, \varepsilon_{0}\right]\left(\varepsilon_{0}>0\right)$ and analytic, and let it assume values in $R^{\prime \prime}$. We shall consider the following system of ordinary differential equations:

$$
\begin{equation*}
d x / d t=F^{\prime}(x, \varepsilon) \tag{1.1}
\end{equation*}
$$

We assume that $F(0, \varepsilon) \equiv 0$, consequently the system is in a null state of equilibrium for all $\varepsilon$. Let also the matrix $A_{1}=F_{x}(0,0)$ have a pair of pure imaginary characteristic roots $\pm i$ and let the remaining characteristic roots lie in the left complex halfplane. We denote by $e_{1}$ and $e_{2}$ the vectors for which $A e_{1}=e_{2}, A e_{2}=-e_{1}$. Then, for the conjugate matrix $A_{1}{ }^{*}$ vectors $g_{1}$ and $g_{2}$ can be found such that $A_{1}{ }^{*} g_{1}=-g_{2}$, $A_{1}{ }^{*} g_{2}=g_{1}$ and $g_{i}, e_{i}=\delta_{i j}(i, j=1,2)$. We assume that

$$
\begin{equation*}
a_{1}=1 / 2\left[\left(g_{1}, B_{1} e_{1}\right) 千\left(g_{2}, B_{1} e_{2}\right)\right] \neq 0, \quad B_{1}=\frac{\partial}{\partial \varepsilon} F_{x}(0,0) \tag{1.2}
\end{equation*}
$$

Then for small $\varepsilon$, the matrix $A_{1}+\varepsilon B_{1}$ has a pair of characteristic roots $z_{1,2}(\varepsilon)=$ $\alpha(\varepsilon) \pm i \beta\left(\varepsilon^{\prime}\right)$, where $\alpha(0)=0, \beta(0)=1$ and $\alpha^{\prime}(0)=a_{1}$. Thus, at small $\varepsilon>0$, the stability of the null state of equilibrium is determined by the sign of $a_{1}$.

When $\varepsilon=0$, the linear terms no longer determine the stability of the null state of equilibrium. We shall assume that the null solution is either asymptotically stable, or
unstable. Following [6] we shall say that at $\varepsilon=0$ there is a "change in stability" of the null state of equilibrium if for $\varepsilon=0$ the null state of equilibrium of the system (1.1) is asymptotically stable (unstable), while for small $\varepsilon>0$, it is unstable (asymptotically stable). This definition differs somewhat from the usual one (see e.g. [1]), however we find it useful when considering wider classes of systems with a small parameter accompanying the derivative, and of the systems with a lagging argument. It was shown in $[6,9]$ that the change in stability of the state of equilibrium is accompanied by the onset of self-oscillations.
2. We shall seek an asymptotic expansion of this self-oscillation in the form of a series in integral powers of some auxiliary parameter $\varepsilon$ which is geometrically equivalent to the length of the projection of the initial condition $x_{0}$ of some self-oscillation on $e_{1}$. We shall also expand the small parameter $\varepsilon$ into a special series in powers of $c$. Thus we choose, in fact, the parameter $\varepsilon$ in such a manner that the system (1.1) has a self-oscillation, the projection $c$ of which on the vector $e_{1}$ is given. When $\varepsilon$ is varied monotonously, the parameter $c$ varies in the same manner. Let

$$
F(x, \varepsilon)=F_{0}(x)+\varepsilon F_{1}(x)+\varepsilon^{2} F_{2}(x)+\ldots
$$

We set three formal series

$$
\begin{align*}
& x(\tau, c)=c x_{1}(\tau)+c^{2} x_{2}(\tau)+\ldots  \tag{2.1}\\
& h(c)=1+h_{1} c+h_{2} c^{2}+\ldots, \quad \gamma(c)=\gamma_{1} c+\gamma_{2} c^{2}+\ldots
\end{align*}
$$

Here $x_{i}(\tau)$ are $2 \pi$-periodic vector functions which assume values in $R^{n}$ and are, as yet, unknown, $h_{i}$ and $\gamma_{i}$ are numbers which are also unknown and $c$ is a small positive parameter. In what follows, we shall choose the functions $x_{i}(\tau)$ so that

$$
\begin{equation*}
\left(g_{1}, x_{1}(0)-1=\left(g_{1}, x_{k+1}(0)\right)=\left(g_{2}, x_{k}(0)\right)=0, \quad(k=1,2, \ldots)\right. \tag{2.2}
\end{equation*}
$$

The series (2.1) and the integer $m>2$ are obtained from the formal identity

$$
\frac{d x(\tau, c)}{d \tau} \equiv h(c)\left\{F_{0}[x(\tau, c)]+\gamma^{m-1}(c) F_{1}[x(\tau, c)]+\gamma^{2(m-1)}(c) F_{2}[x(\tau, c)]+\ldots\right\}
$$

by equating the coefficients of like powers of $c$. Clearly $x_{1}, \ldots, x_{m-1}$ and $h_{1}, \ldots, h_{m-2}$. are determined from the formal identity

$$
\begin{equation*}
d x(\tau, c) / d \tau \equiv h(c) F_{0}[x(\tau, c)] \tag{2.4}
\end{equation*}
$$

Let $F_{0}(x)=A_{1} x+A_{2}(x, x)+A_{3}(x, x, x)+\ldots$, where $A_{s}\left(y_{1}, \ldots, y_{s}\right)$ are polylinear symmetric operators acting from $R^{n} \times \ldots \times R^{n}$ into $R^{n}$. Then for $x_{1}$ we have the following equation

$$
d x_{1} / d \tau=A_{1} x_{1}
$$

The above equation has a two-parameter set of $2 \pi$-periodic solutions $x=c_{1} \varphi_{1}(\tau)+$ $c_{2} \Psi_{2}(\tau)$, and it can be assumed that $\varphi_{1}(0)=e_{1}, \varphi_{2}(0)=e_{2}$. From (2.2) it follows that $x_{1}=\varphi_{1}$. Let us assume that $x_{1}, \ldots, x_{p}$ and $h_{1}, \ldots, h_{p-1}$ are successively determined. Then for determination of $x_{p+1}$ and $h p$ we have

$$
\begin{equation*}
d x_{p+1} / d \tau=A_{1} x_{p+1}+h_{p A_{1}} x_{1}+X_{p+1}\left(x_{1}, \ldots, x_{p}, h_{1}, \ldots, h_{p-1}\right) \tag{2.5}
\end{equation*}
$$

In order for the above equation to have a $2 \pi$-periodic solution, it is necessary and sufficient that

$$
\begin{equation*}
\alpha_{p}=\frac{1}{2 \pi} \int_{0}^{2}\left(h_{p} \cdot 4_{1} x_{1}+X_{p+1}, \psi_{1}\right) d \tau=0 \tag{2.6}
\end{equation*}
$$

$$
\begin{equation*}
\beta_{p}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(h_{p} A_{1} x_{1}+x_{p+1}, \psi_{2}\right) d \tau=0 \tag{2.7}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{2}$ are $2 \pi$-periodic solutions of the conjugate system $y=-A_{1}{ }^{*}, y$, satisfying the conditions $\psi_{1}(0)=g_{1}$ and $\psi_{2}(0)=g_{2}$. Since $A_{1} \varphi_{1}=-\varphi_{2}$ and $\left(\varphi_{2}, \psi_{2}\right) \equiv 1$, it follows that $h_{p}$ is uniquely obtained from (2.7). The relation (2.6) may or may not hold. When it does hold, Eq.(2.5) has a $2 \pi$-periodic solution which is determined uniquely from the conditions (2.2). Otherwise we have $\alpha_{p} \neq 0$, and the sign of $\alpha_{p}$ determines the stability of the null state of equilibrium of (1.1) with $\varepsilon=0$ (see [12]).

Let $p$ be the first number for which $\alpha_{p} \neq 0$. We set $m=p+1$ and extend the procedure of determining $x_{p+1}, x_{p+2}, \ldots ; h_{p}, h_{p+1}, \ldots, \gamma_{1}$ and $\gamma_{2}$ beginning from this number and using the formal identity (2.3).

Let us write $F_{1}(x)$ in the form

$$
F_{1}(x)=B_{1} x+B_{2}(x, x)+\ldots
$$

where $B_{s}\left(y_{1}, \ldots, y_{s}\right)$ denote the polylinear symmetric operators acting from $R^{\prime \prime} \times$ $\ldots \times R^{n}$ into $K^{n}$.

From (2.4) we obtain the following equation for the $2 \mathfrak{r}$-periodic function $x_{p+1}(\boldsymbol{i})$ :

$$
\begin{equation*}
d x_{p+1} / d \tau=A_{1} x_{p+1}+h_{p} A_{1} x_{1}+\gamma_{1}^{p} B_{1} x_{1}+X_{p+1}\left(x_{1}, \ldots, x_{p}, h_{1}, \ldots, h_{p-1}\right) \tag{2.8}
\end{equation*}
$$

Simple calculations show that

$$
\int_{0}^{2 \pi}\left(B_{1} \varphi_{1}, \psi_{1}\right) d \tau=2 \pi a_{1}, \quad \int_{0}^{2 \pi}\left(\cdot l_{1} \varphi_{1}, \psi_{1}\right) d \tau=0
$$

where $a_{1}$ is determined from (1.2). Therefore Eq. (2.8) has a $2 \pi$-periodic solution if

$$
\begin{aligned}
& a_{1 \gamma_{1}}^{p}+\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(X_{p_{+1}}, \psi_{1}\right) d \tau=0 \\
& h_{p}+\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\left(X_{p_{+1}}, \psi_{2}\right)+\left(B_{1} \varphi_{1}, \psi_{2}\right) \gamma_{1}^{p}\right] d \tau=0
\end{aligned}
$$

The first of the above relations yields $\gamma_{1}=\left(-\alpha_{p} / a_{1}\right)^{1 / p}$, and the second one yields $h_{p}$. Taking into account ( 2.2 ) we obtain from ( 2.8 ) a unique $x_{p+1}$. Let us assume that $x_{p+1}, \ldots, x_{p+s-1} ; h_{p}, \ldots, h_{p+s-2} ; \gamma_{1}, \ldots, \gamma_{s-1}$ have all been consecutively determined. A simple calculation shows that for the determination of $x_{p+s}, h_{p+s-1}$ and $\gamma_{s}$ we obtain the following expression:

$$
\begin{align*}
& d x_{p+s} / d \tau=A_{1} x_{p+s}+h_{p+s-1} A_{1} x_{1}+p \gamma_{1}^{p-1} \gamma_{s} B_{1} x_{1}+  \tag{2.9}\\
& \quad X_{p+s}\left(x_{1}, \ldots, x_{p+s-1} ; h_{1}, \ldots, h_{p+s-2} ; \gamma_{1}, \ldots, \Upsilon_{s-1}\right)
\end{align*}
$$

Since $\gamma_{1} \neq 0$, the condition of existence of a $2 \pi$-periodic solution of (2.9) yields $\gamma_{s}$ and $h_{p+s-1}$, and hence $x_{p+s}$ (uniquely).

Thus the determination of $x_{i}, h_{i-1}$ and $\gamma_{i-p}$ can be extended to any integral value of $k>0$.
3. Let us now have some definite value for $8>0$, and attempt to determine the self-oscillation with the accuracy of up to $\varepsilon^{\kappa / p}$ ( $k$ is an integer). Using the procedure given above we construct $x_{i}, h_{i-1}$ and $\gamma_{i-p}(i=1, \ldots, k)$ and set

$$
x_{k}(\tau, c)=\sum_{i=1}^{k} c^{i} x_{i}(\tau), \quad h_{k}(c)=1+\sum_{i=1}^{k} c^{i} h_{i}, \quad \gamma_{k}(c)=\sum_{i=1}^{k-p} c^{i} \Upsilon_{i}
$$

Next, we use the method of undetermined coefficients to find the function $c=c\left(\varepsilon^{1 / p}\right)$ as the solution of the equation $\gamma_{k}(c)=e^{1 / k}$. Finally we set

$$
x_{k}{ }^{*}(t, \varepsilon)=x_{k}\left[t / h\left(c\left(\varepsilon^{1 / p}\right)\right), c\left(\varepsilon^{1 / p}\right)\right]
$$

This yields an approximate self-oscillation with the accuracy of up to $\varepsilon^{k / p}$.
To justify this procedure we note that for the system (1.1) there exists a unique selfoscillation $x(t, \varepsilon)$ which can be expanded together with its period $T(\varepsilon)$ into an asymptotic expansion in the fractional powers of the parameter $\varepsilon$

$$
x(t, \varepsilon)=x_{1}(t) \varepsilon^{1 / p}+x_{2}(t) \mathrm{e}^{2 / p}+\ldots, \quad T(\varepsilon)=2 \pi+T_{1} \mathrm{e}^{1 / p}+T_{\mathrm{a}} \mathrm{e}^{2 / p}+\ldots
$$

on each finite segment $0 \leqslant t \leqslant \Delta$. Moreover, this solution satisfies the conditions $\left(g_{1}, x(0, \varepsilon)\right)=\left(-a_{1} / \alpha_{p}\right) \varepsilon^{1 / p}+o\left(\varepsilon^{1 / p}\right),\left(g_{2}, x(0, \varepsilon)\right)=0$ (this has actually been stated in [6]). If we now set $c=\left(g_{1}, x(0, \varepsilon)\right)$, then $\varepsilon^{1 / p}=\gamma_{1} c+\gamma_{2} c^{2}+\ldots$ and the solution $x(t, \varepsilon)$ and period $T(\varepsilon)$ can be uniquely determined by the series

$$
\begin{aligned}
& x(\tau, c)=x_{1}^{*}(\tau) c+x_{2}(\tau) c^{3}+\ldots \\
& T(c)=2 \pi\left(1+h_{1} c+h_{2} c^{2}+\ldots\right), \quad \tau=t /\left(1+h_{1} c+\ldots\right)
\end{aligned}
$$

where $x_{i}(\tau)$ are $2 \pi$-periodic functions satisfying the conditions ( 2.2 ). The above expansions were obtained using the method described above.

Example. We consider the equation

$$
\begin{equation*}
x^{\prime \prime}+\varepsilon x^{\prime}+x-\beta x^{2}+\alpha x^{\prime 3}=0 \tag{3.1}
\end{equation*}
$$

where the prime denotes the time derivative, and find a small self-oscillation with the accuracy of $o(\varepsilon)$. To do this, we make the substitution $t=H \tau$ and seek $x(\tau)$ in the form

$$
x(\tau)=x_{1}(\tau) c+x_{2}(\tau) c^{2}+x_{3}(\varepsilon) c^{3}+\ldots
$$

where $x_{i}(\tau)$ are $2 \pi$-periodic functions. Let us set

$$
H=1+h_{2} c^{2}+h_{3} c^{3}+\ldots, \quad \varepsilon=\left(\gamma_{1} c+\gamma_{2} c^{2}+\ldots\right)^{m-1}
$$

where $h_{i}$ and $\gamma_{i}$ are coefficients, as yet unknown. A simple calculation shows that

$$
\begin{aligned}
& H x^{\bullet}=x_{1}{ }^{\cdots} c+x_{2}{ }^{*} c^{2}+\left(x_{3}{ }^{\bullet}+h_{2} x_{1}{ }^{\bullet}\right) c^{3}+\left(x_{4}{ }^{*}+h_{2} x_{2}{ }^{\bullet}+h_{3} x_{1}{ }^{\bullet}\right) c^{4}+\ldots \\
& H x=c x_{1}^{*}+c^{2} x_{2}^{*}+\cdots \\
& H^{3} x=x_{1} c+x_{2} c^{2}+\left(3 h_{2} x_{1}+x_{3}\right) c^{3}+\left(x_{4}+3 h_{2} x_{2}+3 h_{3} x_{1}\right) c^{4}+\ldots \\
& H^{3} x^{2}=x_{1}{ }^{2} c^{2}+2 x_{1} x_{2} c^{3}+\left(3 h_{2} x_{1}{ }^{2}+2 x_{1} x_{3}+x_{2}{ }^{2}\right) c^{4}+\ldots \\
& x^{\cdot 3}=x_{1}{ }^{\prime 3} c^{3}+3 x_{1}{ }^{\cdot 2} x_{2}{ }^{\circ} c^{4}+\ldots
\end{aligned}
$$

where dot superscripts denote derivatives with respect to $r$. We substitute the above expressions into the equation obtained from (3.1) by replacing $t$, and equate the coefficients of like powers of $c$. For $x_{1}$ we obtain the equation $x_{1}{ }^{"}+x_{1}=0$ from which it follows that $x_{1}=\cos \tau$. Further, $x_{2}+x_{2}=\beta \cos ^{2} \tau$. From this we obtain, taking into account the condition that $x_{2}(0)=x_{2}{ }^{\prime}(0)=0$,

$$
x_{2}(\tau)=1 / s \beta(3-2 \cos \tau-\cos 2 \tau)
$$

Calculation shows that in the present case we have $m=3$.
Equating the coefficients of $c$ cubed, we obtain the following equation for $x_{3}$ :

The condition of existence of a $2 \pi$-periodic solution to this equation yields

$$
\gamma_{1}=1 / 2 \sqrt{-3 \alpha}, \quad h_{2}=5 /{ }_{12} \beta^{2}
$$

It can be shown that $x_{3}$ has the form

$$
x_{3}=a_{0}+a_{1} \cos \tau+b_{1} \sin \tau+a_{2} \cos 2 \tau+a_{3} \cos 3 \tau+b_{3} \sin 3 \tau
$$

Finally, equating the coefficients of $c^{4}$ we obtain

$$
\begin{aligned}
& x_{4}{ }^{*}+x_{4}=-h_{2} x_{2}{ }^{*}-h_{3} x_{1}{ }^{*}-\gamma_{1}{ }^{2} x_{2}{ }^{\cdot}-2 \gamma_{1} \gamma_{2} x_{1}{ }^{\cdot}-3 h_{2} x_{2}-3 h_{3} x_{1}+ \\
& \beta\left(3 h_{2} x_{1}{ }^{2}+2 x_{1} x_{3}+x_{2}{ }^{2}\right)-3 \alpha x_{1}{ }^{2}{ }^{2} x_{2}{ }_{2}
\end{aligned}
$$

The condition of orthogonality of the function $\sin \tau$ and of the right-hand side of the last equation, yields $-1 / 6 \gamma_{1}^{2}+\gamma_{1} \gamma_{2}=3 / \mathrm{s} \alpha \beta$. From this it follows that $\gamma_{2}=-1 / 6 \beta \sqrt{-3 \alpha}$. From the relation $\varepsilon^{2 / 2}=\gamma_{1} c+\gamma_{2} c^{2}+\ldots$ it follows that

$$
c=\sigma_{1} \varepsilon^{1 / 2}+\sigma_{2} \varepsilon+\ldots, \quad \sigma_{1}=-2 \sqrt{-3 \alpha} / 3 \alpha, \quad \sigma_{2}=-4 \beta / 9 \alpha
$$

therefore we have

$$
x=-\frac{2 \varepsilon^{h / 1} \cos \tau}{\sqrt{-3 \alpha}}-\frac{23 \varepsilon}{3 x}\left(1-\frac{1}{3} \cos 2 \tau\right) \div \ldots, \quad \tau=\frac{t}{1-53^{2} \varepsilon / y x+\ldots}
$$

The procedure shown here can be generalized to embrace the systems of singularly perturbed equations [6]. It can also be used to compute the self-oscillations in the systems with lagging arguments.
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The problem of determining the mean stress and the other macrovariables originates upon passing from the equations of motion which are valid in the microscale, to the macroscopic equations which describe the motion of continuous media (such as a turbulized fluid, an elastic medium with microdefects, the suspension of gas bubbles or solid particles in a fluid, etc. ). The mean value of the stress tensor over a volume was introduced in the monograph [1], and precisely this quantity was used in the governing relations to compute the Einstein viscosity of suspensions. Moreover, some effective representation in terms of integrals over surfaces [1] was used in specific calculations of these means with respect to the volume. Later, Batchelor [2], and some other authors after him [3], used precisely these means with respect to the volume as the stresses in the macroequations of motion by assuming the equivalence between the average with respect to a volume and with respect to a surface. Hence, in particular, the absolute symmetry of the macrostress tensor follows in the above-mentioned cases,

In this paper it is shown that the average of the microstress tensor and the microflux of the momenta with respect to the volume according to the rule in [1] determines only some symmetric part of the complete macrostress tensor. For the simple case of a viscous fluid moving inhomogeneously over a microlevel, this mean of the tensor with respect to the volume is related linearly to the mean strain rates. Moreover, the representation used in [1] permits clarification of the essential difference between the mean stresses with respect to the volume and with respect to the surfaces, in the general case.

The method of integrating the microequations with respect to the vloume [ $4-6$ ] naturally results in the appearance of stresses in the macroequations, which are the means with respect to the differential macroareas. It is essential that the macrostress tensory is hence generally nonsymmetric although the equations of motion in the microscale correspond to symmetric continuum mechanics. It is this consideration which permitted the development of the continuum equations of motion of a suspension, which reflects the effect of nonequilibrium intrinsic rotation of the suspended particles [7], and the case of a turbulized fluid with anisotropies of eddy character is set in conformity to the nonzero antisymmetric part of the Reynolds stresses [8].

